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credit: OpenAI, Nature, NYTimes, MIT technology review  



credit: Opportunities and Risks of Foundation Models. Bommasani, et al. 2021



Large Language Models (LLMs)

https://builtin.com/artificial-intelligence/chatgpt-examples
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Large Language Models (LLMs)

Cumulative numbers of arXiv papers contain keyphrase “large language model”
Figures from: A Survey of Large Language Models, 2023.



In-Context Learning (ICL)

• Allow easy adaptation to various tasks 

• Key property towards AGI 
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• Why can adapt to general tasks? Knowledge reuse
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Composition

• Why can adapt to general tasks? Knowledge reuse

• Many tasks are compositions of basic skills
• Novel classification tasks involving several features each seen in different tasks

• Math/reasoning involving multiple steps that may need different skills

93 + 23 × 3

Addition Multiplication



Composition

• Why can adapt to various tasks? Knowledge reuse

• Many tasks are compositions of basic skills
• Novel classification tasks involving several patterns each seen in different tasks

• Math/reasoning involving multiple steps that may need different skills

• Composition ability is crucial for general intelligence
• Exponentially many compositions of basic skills; cannot handle individually

• Allows efficient adaptation with few data



In-Context Composition

• Given the context consisting of
• 𝑘1 examples from simple task 1 (𝑓1)

• 𝑘2 examples from simple task 2 (𝑓2)

• Possibly 𝑘𝑐 examples from composite task composing task 1 and 2 (𝑓2 ∘ 𝑓1)

• The model needs to address a query from the composite task

Can language models do composition in-context?



In-Context Composition Dataset

• Stylized linguistic and logic tasks

• Use special symbols for the tasks 

Simple task 1 (opposite)

Simple task 2 (swap)

Composite task

Composite query

Xu, Shi, L. Do Large Language Models Have Compositional Ability? An Investigation into Limitations and Scalability. COLM 2024.



In-Context Composition Dataset

• Stylized linguistic and logic tasks

• Use special symbols for the tasks 

Xu, Shi, L. Do Large Language Models Have Compositional Ability? An Investigation into Limitations and Scalability. COLM 2024.

…



Sanity Checks

• Models: Llama (7B, 13B, 30B, 65B), Llama2 (7B, 13B, and 70B), Mistral (7B and 8x7B)

• Simple task queries without examples: Close to 0 accuracy

• Simple task queries with examples: Easily solved

• Composite queries without composite examples: Low performance



Can in-context examples help composition?

Recall the setting: 

• Given the context consisting of
• 𝑘1 examples from simple task 1

• 𝑘2 examples from simple task 2

• Possibly 𝑘𝑐 examples from composite task composing task 1 and 2

• The model needs to address a query from the composite task

Method

• Increase the example number, check the performance change

Liu, Xu, Shi, L. Can Language Models Compose Skills In-Context? Manuscript, 2025.



Can in-context examples help composition?

• Increase the example number, check the performance change

• Finding: Composite task 
examples help the 
performance as expected



Can in-context examples help composition?

• Increase the example number, check the performance change

• Finding: Simple task 
examples hurt the 
performance 
unexpectedly



What info from the examples is utilized?

• Method: check how the output distribution relates to the examples

• Correspondence to a 
task: output only 
performing that task

• Finding: Models may 
match query to in-
context examples from 
any task, ignoring the 
compositional structure 



What info from the examples is utilized and how?

• Method: check how the output distribution relates to the examples

• Correspondence to a 
task: Output only 
performing that task

• Finding: Models may 
match query to in-
context examples from 
any task, ignoring the 
compositional structure 



How are the examples are utilized?

• Method: Ablate the two parts (operator and content) of the examples



How are the examples are utilized?

• Method: Ablate the two parts (content and operator) of the examples

• Finding: Largely base on the operators to utilize the examples



Where are the models paying attention to?

• Method: Pick a layer, compute the average attention from the query 
tokens to different groups (model: Mistral-7B)

• Finding: Same order of attention is paid to examples of different tasks



Are attentions different on simple/composite queries?

• Method: fix context, generate 100 simple/composite queries; compute the 
similarities between their attentions (layer 12/15/18 of Mistral-7B)

• Finding: Ignoring compositional structure leads to low accuracy

Low accuracy

High accuracy



Can Chain-of-Thought examples help?

• CoT: popular method for improving LLM’s reasoning

CoT examples: Adding intermediate output

• Original composite task example: * Rich Humble # -> Proud Poor 
where * denotes opposition and denotes swap

• CoT version: * Rich Humble # -> Poor Proud # -> Proud Poor



Can Chain-of-Thought examples help?

• Method: replace all composite examples with CoT, and redo experiments

• Finding 1: CoT examples 
do not help mitigate the 
negative impact of more 
simple examples

• Finding 2: CoT examples 
do not help improve the 
performance consistently



Can Chain-of-Thought examples help?

• Error pattern: cannot align the examples with the corresponding steps 
in the composition

Example: 

• Query: * Grow Respect # (opposition+swap task)

• Correct: * Grow Respect # -> Shrink Disrespect # -> Disrespect Shrink

• Model: * Grow Respect # -> Shrink Disrespect # -> Respect Grow

• In the second step, the model incorrectly performs opposition+swap
instead of only swap



Preliminary Theoretical Analysis

• Composite task 𝑓 as function composition
𝑓 = 𝑓𝑇 ∘ ⋯ ∘ 𝑓2 ∘ 𝑓1 ∈ 𝐻𝑇

where 𝑓𝑖 ∈ 𝐻 is simple task 

• If only given 𝑘𝑐 examples in form of (𝑥, 𝑓 𝑥 ), by standard analysis: 



Preliminary Theoretical Analysis

• If given 𝑘𝑐 examples in form of 𝑧1 = 𝑥, 𝑧2, … , 𝑧𝑇 where 𝑧𝑡+1 = 𝑓𝑡(𝑧
𝑡)

• Also given 𝑘𝑡 examples in form of (𝑥, 𝑓𝑡(𝑥)) knowing that they are from 
simple task 𝑡



New Method: Expanded Chain-of-Thought

• ExpCoT: view the simple task examples as composite task examples with 
missing steps and expand them into the CoT format

Examples: 

• Composite task CoT example * Rich Humble # -> Poor Proud # -> Proud Poor 
converted to Step1: * Rich Humble #, Step2: Poor Proud #, Step3: Proud Poor

• Simple task 1 example Dry Lie -> Wet Stand converted to                        
Step1: * Dry Lie, Step2: Wet Stand, Step3: ???

• Simple task 2 example Sad Less # -> Less Sad is converted to                     
Step1: ???, Step2: Sad Less #, Step3: Less Sad



New Method: Expanded Chain-of-Thought

• ExpCoT improves the performance significantly most of the time 



New Method: Expanded Chain-of-Thought

• ExpCoT mitigates the negative impact of more simple task examples 



Take Home Messages

• Language models may have limited in-context composition ability

• Due to failure to recognize composition and align skills with corresponding steps 

• A new method aligning example steps helps in-context composition 

Further thoughts: 

• More recent models like Qwen3, Llama4 etc.

• Other composition tasks

• How to do step alignment for practical data? 



Thanks!
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