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The Problem

To Sample from...
m(x) = %,Z = [~(z)dx
y(x) is unnormalized; Zis intractable
Called a Boltzmann distribution when (z) = e~ f(®)


主持人笔记
演示文稿备注
Example: 2d Ising model.
Related: importance sampling (f(x)=1, Z=E_gamma[1], draw x~q, then Z=E_q[gamma(x)/q(x)]).


Is It Useful?

Applications
Bayesian inference
m(0]x) oc w(0)p(z|0)
Optimization problems
Physics simulations
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A Bit of History £ Instute o Dta Stenc
Monte Carlo (MC)

Markov chain Monte Carlo (MCMC)

Unadjusted Langevin Algorithm (ULA), variant of Metropolis-Hastings that uses gradient
Te41 = Ty — NV f (@) + v/ 2mer, e ~ N(0,1)

w(zo:x) = g((xi

Annealed Importance Sampling (AIS), special case of Sequential Monte Carlo (SMC)
Forward kernel F invariant w.r.t. mx &C Yy, =7 vP%: backward kernel B, inverts Fi.
Sample from r, to 7, as the extended proposal, and then back to 7, again as the extended target
j Is an unbiased estimator of Z

Variational Inference (VI)

Approximating p with ¢ by minimizing reverse KL
Equivalent to maximizing ELBO

Often extended by introducing an auxiliary variable, z

d(2,2) = a(zl2)a(2), Dt (a(x) |7(2)) < D (alw, 2)]

S q\x, b
Gaussian Mixture Models (GMM) commonly used for ¢ x, 2)

(2|) () = ~Ey(s - [log BLLAD] 4106 7
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AIS: sample from F_k with MCMC; Gamma – unnormalized backward (target) joint; Q – forward (proposal) joint; high variance; SMC introduces resampling between steps.
VI: q(x|z) and q(z) are parameterized and usually tractable; ELBO refers to the expectation over q(x,z).
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Evaluation

0.8 -
0.6 - g> min. reverse KL
Estimates of Normalizing Constant
. 04
Importance Welght w(x) — Z((Zj)) gy min. fprward KL
ELBO E, [log w], lower bound 02 1 N\
00 - 1 1 I I I
Mode Collapse 2 0 2 4 6
Reverse KL is zero-forcing *

Distributions in the wild are often highly

non-convex and multi-modal

Forward KL is not accessible in training
Forward criteria for evaluation SN

Benchmark the methods on known, — |-%%---omomoooooooo oo th ta

tractable distributions

Dici,(7 || ¢) = Ex[log w] — log Z

EUBO E, [logw]

ELBO Eq Uog w}

t ts t3 ta to ta
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Estimates: log E_q[w] – closer to logZ is better; ELBO – larger is better.
Reverse KL: since we can only sample from our proposal.
Forward: since we can now sample from π(x).
All distributions w.r.t. x on this page can be extended, but additional relaxation would be introduced then, posing challenges to comparing between methods.
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Recent Developments

Combining MC and VI
AlS’'s proposal & target paradigm
Replace backward/forward kernels with DL components
VI's loss function, reverse KL
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Using DL: earlier, normalizing flows were used as transport maps between steps.


Recent Developments

Monte Carlo Diffusion (MCD)

Motivation
AlS is suboptimal in terms of variance;
yet the optimal B, is not directly
available

szt(fbk ’ xkz—kl) _ 9k (Tr) Fre+1(Tpt1|Tr)

Qk+1($k+1)

Method
Choose £, to be ULA’s (not learnable)
ULA is just discretized diffusion
Score matching applicable for B,
Minimize Dy, (Q||Py) w.r.t. J
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Algorithm 1 Unadjusted Langevin AIS/MCD - red instructions for AIS and blue for MCD

Require: Unnormalized target v(x), initial state proposal m(x), number steps K, stepsize d, an-

nealing schedule {3, }*_, score model sy (k, )

Sample x¢ ~ 7o (x0)

Set log w = —log mo (o)

for k. =1to0 K do
Define log vi.(-) = B logv(-) + (1 — 5y) log mo (+)
Define Fi.(wp|vn_1) = N(wp: xp_1 + 0V 1ogye(xp_1),201)
Sample xj, ~ Fj.(-|vp—1)

Define B;\.,| (._1';|,,| ‘1;) = }; (.J_‘;\ 1 |t,z) > AIS
Define By (2 _1|xn) = N(xp_1; 2 — 0V log v (xr) + 2059 (k, 24.). 201) > MCD
Set log w = logw + log By —1(xr—1|x1) — log Fi.(x|rr—1)

end for

Set log w = logw +logy(v k)

Initial distribution

X ~ o dX, = Vileg (X, )dt + V2dB,

uonnguasip 1881e|

Xr~mpe—2dX, = {—Vlogmn,f(f(t) +2Vlogqr—¢(X;)} dt ++/2dB;, —— Xo~m
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Optimal B_k applies to forward kernels of all forms (like ULA’s).
Like diffusion models, one can write the processes either in continuous time (for theoretic derivation) or in discrete time (for training); you pick the number of time steps.
We’re mapping a simple distribution to a complex one; the forward process is “determined” by ULA. One can easily imagine (and there exist) potential algorithms that modify the forward process for built-in sampling.
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Recent Developments

Sequential Controlled Langevin Diffusions (SCLD)

Algorithm 1 Sequential Controlled Langevin Diffusion (SCLD). > See Algorithm 3 for details.

Require: Annealing path 7, learned control u, time grid 0 =ty < --- <tn =T

MOtivation 1: Initialize: XU — X{()'l;]\') ~ Pprior and Wo = u,‘((]]:K) =1
Model forward process with DL ii f‘"‘;: Lo ”;N do T e 6 and (19)
. . 3 ransport: X | 4,0 = simulate_SDE 7 > See (6) an
Btw: KL has high variance et By
4 Compute RNDs: W, | ¢+, = ‘”F_)[[”—”Jw X[f”il_f”]) > See (12) and (30)
5: Update weights: w, = u_!,?_lﬁ[f”j;;”] - > See (13)
Metho.d . . . 6: Resample: X ¢, ., W, = resample(yf“ ,ﬁ,i) > See Algorithm 5
Contlnuo%?p time fOI’I’T\U'IZGtIOﬂ 7: return Samples X 7 := X}l:h’) approximately from prarget
w = log 35 computed with RND
Can be refined with MCMC any time “control”; uis parameterized with NN
Log-variance divergence as loss 7
8" 8 dX; = u(X, )dt + o(t)dWy, XY ~ pprior

DEV P, Q) = Varﬁ [w] v Py — v
Reference measure can use arbitrary dYy” =¥, 0)dt + o (1)dW, Y7 ~ Drarget

control, allowing “off-policy training” PXw =pPyv =T
(ul—a*Vlog7)(¥;“,t)dt pins down unique u*
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KL: and we mentioned the mode collapse issue.
Algo: recall that SMC = AIS + resampling.
Illustration below: called “diffusion bridge”.


= HKU Musketeers Foundation

,I_!ll, Institute of Data Science

G EEABRALOESHENBHER

Further Reading

Reviews
Blessing et al., “Beyond ELBOs.”
He et al, “No Trick, No Treat.”
A lot more papers:

Not Covered Today
GFlowNet:
VAN: Wu, Wang, and Zhang, “Solving Statistical Mechanics Using Variational Autoregressive Networks.”



https://github.com/J-zin/Awesome-Diffuison-Flow-Samplers
https://milayb.notion.site/The-GFlowNet-Tutorial-95434ef0e2d94c24aab90e69b30be9b3
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