
Jianrui Wu
jrwu@connect.hku.hk

Deep Learning
Methods for Sampling

RPg Student Journal Club
Apr 25, 2025



To Sample from…

 γ(x) is unnormalized; Z is intractable
 Called a Boltzmann distribution when 

The Problem
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Example: 2d Ising model.Related: importance sampling (f(x)=1, Z=E_gamma[1], draw x~q, then Z=E_q[gamma(x)/q(x)]).



Applications
 Bayesian inference

 Optimization problems
 Physics simulations

Is It Useful?



Monte Carlo (MC)
 Markov chain Monte Carlo (MCMC)
 Unadjusted Langevin Algorithm (ULA), variant of Metropolis-Hastings that uses gradient


 Annealed Importance Sampling (AIS), special case of Sequential Monte Carlo (SMC)
 Forward kernel Fk invariant w.r.t.                                  ; backward kernel Bk inverts Fk+1
 Sample from π0 to πk as the extended proposal, and then back to π0 again as the extended target
 is an unbiased estimator of Z

Variational Inference (VI)
 Approximating p with q by minimizing reverse KL 
 Equivalent to maximizing ELBO
 Often extended by introducing an auxiliary variable, z

 Gaussian Mixture Models (GMM) commonly used for q(x, z)

A Bit of History
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AIS: sample from F_k with MCMC; Gamma – unnormalized backward (target) joint; Q – forward (proposal) joint; high variance; SMC introduces resampling between steps.VI: q(x|z) and q(z) are parameterized and usually tractable; ELBO refers to the expectation over q(x,z).



Estimates of Normalizing Constant
 Importance weight
 ELBO                 , lower bound

Mode Collapse
 Reverse KL is zero-forcing
 Distributions in the wild are often highly 

non-convex and multi-modal
 Forward KL is not accessible in training
 Forward criteria for evaluation
 Benchmark the methods on known, 

tractable distributions


Evaluation

Blessing et al., “Beyond ELBOs.”
Figure comparing forward/reverse KL: Krause and Hübotter, “Probabilistic Artificial Intelligence.”

min. reverse KL

min. forward KL
true dist.
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Estimates: log E_q[w] – closer to logZ is better; ELBO – larger is better.Reverse KL: since we can only sample from our proposal.Forward: since we can now sample from π(x).All distributions w.r.t. x on this page can be extended, but additional relaxation would be introduced then, posing challenges to comparing between methods.



Combining MC and VI
 AIS’s proposal & target paradigm
 Replace backward/forward kernels with DL components
 VI’s loss function, reverse KL

Recent Developments

Blessing et al., “Beyond ELBOs.”
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Using DL: earlier, normalizing flows were used as transport maps between steps.



Motivation
 AIS is suboptimal in terms of variance; 

yet the optimal Bk is not directly 
available
  

Method
 Choose Fk to be ULA’s (not learnable)
 ULA is just discretized diffusion
 Score matching applicable for Bk
 Minimize DKL(Q||Pθ) w.r.t. θ

Monte Carlo Diffusion (MCD)
Recent Developments

Doucet et al., “Score-Based Diffusion Meets Annealed Importance Sampling.”
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Optimal B_k applies to forward kernels of all forms (like ULA’s).Like diffusion models, one can write the processes either in continuous time (for theoretic derivation) or in discrete time (for training); you pick the number of time steps.We’re mapping a simple distribution to a complex one; the forward process is “determined” by ULA. One can easily imagine (and there exist) potential algorithms that modify the forward process for built-in sampling.



Motivation
 Model forward process with DL
 Btw: KL has high variance

Method
 Continuous time formulization
                    computed with RND
 Can be refined with MCMC any time
 Log-variance divergence as loss
  
 Reference measure can use arbitrary 

control, allowing “off-policy training”

Sequential Controlled Langevin Diffusions (SCLD)
Recent Developments

Chen et al., “Sequential Controlled Langevin Diffusions.”
Log-variance divergence as loss: Richter and Berner, “Improved Sampling via Learned Diffusions.”

pins down unique u*

“control”; u is parameterized with NN 
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KL: and we mentioned the mode collapse issue.Algo: recall that SMC = AIS + resampling.Illustration below: called “diffusion bridge”.



Reviews
 Blessing et al., “Beyond ELBOs.”
 He et al., “No Trick, No Treat.”
 A lot more papers: https://github.com/J-zin/Awesome-Diffuison-Flow-Samplers

Not Covered Today
 GFlowNet: https://milayb.notion.site/The-GFlowNet-Tutorial-95434ef0e2d94c24aab90e69b30be9b3
 VAN: Wu, Wang, and Zhang, “Solving Statistical Mechanics Using Variational Autoregressive Networks.”

Further Reading

https://github.com/J-zin/Awesome-Diffuison-Flow-Samplers
https://milayb.notion.site/The-GFlowNet-Tutorial-95434ef0e2d94c24aab90e69b30be9b3
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