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Intro

• Large model, the number of parameters of the SOTA models often 
exceeding 106

• high computational cost
A large GPT model can use as much energy in a day as 30,000 U.S. 
homes

• How can we better understand those models? 
how to set hyperparameters, a way to predict the performance without 
much training, can we reduce the number of training parameters?
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the network properties of biological neural 
networks (e.g. sparsity, scale-freeness)

Intro

PowerPoint courtesy of Prof. Carlo Vittorio Cannistraci 
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Measure the characteristics of ANNs

Metric for model selection

Sparse training
Mocanu, Decebal Constantin, et al. "Scalable training of 
artificial neural networks with adaptive sparse connectivity 
inspired by network science." Nature communications 9.1 
(2018): 2383.

Kang, Chris, et al. "Structural network measures reveal the 
emergence of heavy-tailed degree distributions in lottery ticket 
multilayer perceptrons." Neural Networks (2025): 107308.

Jiang, Chunheng, et al. "Network properties determine neural 
network performance." Nature Communications 15.1 (2024)



5

·1
A procedure to 
replace fully-
connected layers with 
sparse layers
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replace FC with a Sparse Connected (SC) layer having a Erdős-
Rényi topology given by ε and Eq.1;

(Layer hk has nk neurons)

Sparse evolutionary training (SET) method

remove a fraction of the smallest positive weights
and the largest negative weights

add randomly new connections

the selection and mutation phase of natural evolution
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(RBM) Restricted Boltzmann Machine

(Higher average log-probability means the model is more confident about the test data.)
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Connectivity patterns for the visible neurons
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HIGGS dataset: SET-MLP: 78.47% 
accuracy with 90K params vs. 78.54% 

with 3×more

(MLP) Multi-layer Perceptrons
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(CNN) Convolutional Neural Network

conv(32,(3,3))-dropout(0.3)-conv(32,(3,3))-pooling-conv(64,(3,3))-dropout(0.3)-conv(64,(3,3))-
pooling-conv(128,(3,3))-dropout(0.3)-conv(128,(3,3))-pooling)
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·1

Full connections — they’re not how brains work

SET: Sparse Evolutionary Training algorithm

ER random graph → Scale-free topology

Quadratic reduction in parameters, with no decrease in 
accuracy

Sparse training
Mocanu, Decebal Constantin, et al. "Scalable training of artificial neural networks with adaptive sparse 
connectivity inspired by network science." Nature communications 9.1 (2018): 2383.
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·2
Evaluate the 
pruned neural 
network through 
network science 
measures
(understand what 
properties is 
working) 
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Lottery ticket hypothesis

Neural network pruning
well-performing sparse subnetworks  (winning tickets)

• Small subnetworks = same performance

• Found by pruning + resetting

• Good init weights are key

• Sparse nets = less compute

Frankle, Jonathan, and Michael Carbin. "The lottery ticket hypothesis: Finding 
sparse, trainable neural networks." arXiv preprint arXiv:1803.03635 (2018).
(ICLR 2019 Best Paper)
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Illustration of MLP and network metrics

quantifies whether there are dominant local pathways, 
if pathways are more heterogeneous.
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Performances of the LT MLPs trained on MNIST

the near-maximum〈w〉values are attained at around the same iteration or prior 
to which the catastrophic LT MLP performances begin to decay.
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Layered MLP representation
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Title
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Mutual Information
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·2

pruned subnetworks in over-parameterized MLPs evolve to form 
heterogeneous network structures that fit a heavy-tailed 
distribution

May guide network pruning
the potential to investigate and improve the fidelity between ANNs 
and the human brain

Measure the characteristics of ANNs
Kang, Chris, et al. "Structural network measures reveal the emergence of heavy-tailed 
degree distributions in lottery ticket multilayer perceptrons." Neural Networks (2025): 
107308.
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·3
A model selection problem
a metric (from network 
resilience study) to know 
how well the model works 
through a few training 
epochs 
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Problem: Model Selection
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Title

PowerPoint courtesy of the authors
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Title

PowerPoint courtesy of the authors
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Title

PowerPoint courtesy of the authors
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Title

Gao et al. (2016). Universal resilience patterns in complex networks. Nature. PowerPoint courtesy of the authors
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Title

PowerPoint courtesy of the authors
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Title

PowerPoint courtesy of the authors
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Title

PowerPoint courtesy of the authors
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Experiment Results
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Experiment Results
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·3

converting a neural network GA to a line graph GB

reformulates SGD-based neural network training dynamics as an edge dynamics

a topological property βeff of GB predicts model performance from early training

Model selection
Jiang, Chunheng, et al. "Network properties determine neural 
network performance." Nature Communications 15.1 (2024)
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Measurement Model selectionSparse training

Mocanu, Decebal Constantin, et al. "Scalable training of artificial 
neural networks with adaptive sparse connectivity inspired by 
network science." Nature communications 9.1 (2018): 2383.

Kang, Chris, et al. “Structural network measures reveal 
the emergence of heavy-tailed degree distributions in 
lottery ticket multilayer perceptrons.” Neural 
Networks (2025)

Jiang, Chunheng, et al. "Network properties 
determine neural network performance." Nature 
Communications 15.1 (2024)
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